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Importance of architectures for Vision

● Designing neural network architectures is hard
● Can we try and learn good architectures automatically?

Two layers from the famous Inception V4 computer vision model.

Canziani et al, 2017
Szegedy et al, 2017



Neural Architecture Search 

● Key idea is that we can specify the structure and connectivity of a neural 
network by using a configuration string

○ [“Filter Width: 5”, “Filter Height: 3”, “Num Filters: 24”]

● Our idea is to use a RNN (“Controller”) to generate this string that specifies a 
neural network architecture

● Train this architecture (“Child Network”) to see how well it performs on a 
validation set

● Use reinforcement learning to update the parameters of the Controller model 
based on the accuracy of the child model
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Training with REINFORCE
Accuracy of architecture on 
held-out dataset

Architecture predicted by the controller RNN 
viewed as a sequence of actions

Parameters of Controller RNN

Number of models in minibatch



CIFAR-10 Experiments

● We apply Neural Architecture Search to predicting convolutional networks on 
CIFAR-10

● Predict the following for a fixed number of layers (15, 20, 13): 
○ Filter width/height
○ Stride width/height
○ Number of filters



Neural Architecture Search for CIFAR-10
[1,3,5,7] [1,3,5,7] [1,2,3] [1,2,3] [24,36,48,64]



Neural Architecture Search for CIFAR-10
[1,3,5,7] [1,3,5,7] [1,2,3] [1,2,3] [24,36,48,64]

3 ; 7 ; 1 ; 2 ; 36



Neural Architecture Search for CIFAR-10
[1,3,5,7] [1,3,5,7] [1,2,3] [1,2,3] [24,36,48,64]

3 ; 7 ; 1 ; 2 ; 36
Filter Height Filter Width Stride Height Stride Width Number of Filters



CIFAR-10 Experiment Details

● Method uses 800 GPUs concurrently at one time
● Reward given to the Controller is the maximum validation accuracy 
● Each child model was trained for 50 epochs
● Run for a total of 12,800 child models



Distributed Training



Neural Architecture Search for CIFAR-10

Best result of evolution (Real et al, 2017):  5.4%
Best result of Q-learning (Baker et al, 2017): 6.92%



Neural Architecture Search for ImageNet

● Neural Architecture Search directly on ImageNet is expensive

● Key idea is to run Neural Architecture Search on CIFAR-10 to find a “cell”

● Construct a bigger net from the “cell” and train the net on ImageNet



Neural Architecture Search for ImageNet



Neural Architecture Search for ImageNet



Performance of cell on CIFAR-10



Performance of cell on ImageNet



Performance of cell on COCO (object detection)




